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LAVA: A CONCEPTUAL FRAMEWORK FOR AUTOMATED RISK ANALY3IS

S. T. Smith,* J. J. Lim,** J. k. Phillips,*
R. M. Tisinger,* D. ¢. Brown,' and P. D. FitzGerald™

ABSTRACT

At Los Alamos National Laboratory, we have developed an original
methodology for performing risk analyses on subject systems charac-
terized by a general set of asset cateqgories, a general spectrum of
threats, a definable system-specific set of safequards protecting the
assets from the threats, and a general set of outcomes resulting from
threats explolting weaknesses in the safequards system. The Los
Alamos Vulnerability and Risk Assessment Methodology (LAVA) models
complex systems having large amounts of "soft" information about both
the system itself and occurrences related to the system. Its struc-
ture lends itself well to automation on a portable computer, making
it possible to analyze numerous similar but geographically separated
installations consistently and in as much depth as the subject system
warrants. LAVA 1ls based on hierarchical systems theory, event trees,
fuzzy sets, natural-language processing, decision theory, and utility
theory. LAVA's framework 1s a hlerarchical set of fuzzy event trees
that relate the results of several embedded (or sub-) analyses: a
vulnerability assessment providing information about the presence and
efficacy of system safegquards, a threat analysis providing informa-
tion about static (background) and dynamic (changing) threat compo-
nents coupled with an analysis of asset "attractiveness" to the
dynamic threat, and a consequence analysis providing information
about the outcome spectrum's severity measures and impact values.
Each sub-analysis can be simplified or made complex, depending on the
sensitivity and relative worth of the subject system. Personnel at
the subject site see only an interactive questionnalre =1liciting
from ihem data about the presence and quality of the safequards, the
potential consequences of a successful threat, and the target organ-
ization's preference structure--the technical expertise 1is built
into the model (and the computei code) itself. LAVA ylelds quantita-
tive and qualitative insights: a pair of values (monetary and lin-
guistic) express loss exposure for each threat/asset/safeqguards-
function/outcome quadruple. Using LAVA, we have modeled our widely
used computer security application as well as LAVA/CS systems for
physical protection, transborder data flow, contract awards, and
property management. It is presently being applied for modeling risk
management in embedded systems, survivability systems, and weapons
sy=tems security. LAVA ls especlally effective in modeling subject
systems that include a large human component.

* Los Alamos National Laboratory, MS-ES41, Los Alamos, NM 87544,
‘* Lim and Orzechowskl Assocliates, Consultants,
t U. S. Government.



I. INTRODUCTION

LAVA (Los Alamos Vulnerability and Risk Assessment Methodology) is an
original approach to risk management developed at the Los Alamos National
Laboratory. It is a systematic methodology for assessing vulnerabilities and
risks in complex safequards and security systems. The associated LAVA soft-
warell]l is part of a research effort to provide tools to identify wvulner-
abilities and risks 1i:. large, complex systems whose modeling is generally
intractable by other methods. LAVA is being implemented as a set of computer
programs that run on a widely used class of personal computers; these programs
operate on a variety of application system models and are executed in a team
environment. Each LAVA appliication's implementation is designated as LAVA/XX,
where XX 1is an identifier assocliated with the specific application.

Users are not required to be expert risk analysts to use LAVA/XX--that
mathematical and analytical expertise already exists as a part of the method-
ology's software system. Expert knowledge about the structure and character-
istics of safequards and security systems is a part of the specific applica-
tion model. The only knowledge required of users is information about that
which they know best: their own facility, organization, assets, equipment,
policies, procedures, and security practices. The LAVA software system elicits
this 1information by means of automated questionnairestz] administered to
evaluation teams whose members have diverse backqrounds and responsibilities.
LAVA/XX generates both general reports for management and detailed reports for
operations staff from information obtained in the questionnaires.

The subject systems to which the LAVA methodology can be applied are
massive, complicated systems characterized by a large human component, by
large bodies of imprecise data (very little "hard" information and enormous
quantities of "soft" information)., and by often indeterminate events (events
that may or may not have happened, or, if they happened, may not have been
detected). The outcomes resulting from threats exploiting system vulnerabi .-
itles are often of a catastrophlic nature, defying quantification in ordinary
terms.

The methodology makes use of hierarchical multilevel systems theory,
event-tree-like analysis, fuzzy set theory, decislon theory, utility theory,
knowledge-based expert-system theory, and natural lanquage processing. The
methodology gives both qualitative and quantitative insights into the vulner-
abilitlies in the system of szafequards, ylelds an accurate picture of the state
of the subject organization's safequards system, and produces both qualitative
and quantitative expressions for the system's loss exposure (risk).

The LAVA methodology has been applied successfully to modeling vulner-
ablilities and risks in computer-security systems[a"ﬁ . plant control-room
operation[7]. computer securlity for nuclear safeguards[a"gl. contract con-
trol systems, transborder data-flow systems 101. and Government-property
control svstems, It is presently being applied for mcodeling risk management
in embedded systems, ln survivability systems, and in weapons systems security.



II. DEFINITIONS OF TERMS

Within the context of LAVA, some terms have a specialized meaning. These
include, in alphabetical order,

ASSET -

HARD DATA -

IMPACT -~

LOSS EXPOSURE -

OUTCOME -

OUTCOME SEVERITY -

SAFEGUARDS -

SAFEGUARDS FUNCTION -

SOFT DATA -

an item or category of items having some intrinsic
value to the subject organization; assets are acted
upon by threats, leading to outcomes.

data or information that can be represented easily
in quantitative terms, like & valve fallure rate or
the yearly average number of times that a known
event occurs.

the consequence, cost, or effect upon the subject
organization of an outcome of severity "X" resultilng
from a threat successfully exploiting a safegquards
function vuinerability for a particular asset; the
impact 1s given as a pair of values, one monetary
(economic) and one non-monetary (linguistic).

the risk to the subject organization of a threat
successfully exploiting a safogquards function wvul-
nerability to produce an outcome of some calculated
degree of severity; given as a pair of values, one
monetary and one non—-monetary.

the (usually undesirable) event that occurs when a
threat successfullv exploits a vulnerability in a
safequards function for a particular ssset. (Often
wrong.ly confused with threat, for axample, "the
threat of total destruction;" total destruction is
actual'y an OQUTCOMER. See next page for definition
of threat.)

a measure of how successful the threat is for this
speciflic outcome or how much dam&ége occurs. Outcome
sever ity is a function of the relative weakness of
a sategquards function and the relative strength of
the threat,

policles, procedures, physical or logical devices,
and so forth designed to prevent the undesirable
outcones by protecting the assets from the threats.

the functional representation of the protective
mechanism 'hat a safeguard or set of safeguards s
intended tc achieve,.

data or information that is difflcult or impossible
to quantify, like the value of a human iife or of a
highly classified document, or whether a subtle
event has oc:urred or has been detected,

}



SUBJECT SYSTEM - the system or universe upon which the assessment is
being performed (the SUBJECT ORGANIZATION is respon-
sible for the subject system).

THREAT - a person, force of nature, thing, or idea (or cate-
gory of same) posing some danger or menace to the
assets; a threat is an active force (or actor) and
is not to be confused with OUTCOME.

VULNERABILITY - a weakness or flaw in a safequards function, such
as in a security system or procedural system, that
can be exploited by a threat to cause harm to an
asset or set of assets.

III. LAVA'S TECHNICAL BASIS

The LAVA methodology s a structured, modular, systems approach to risk
management ., For any snecific application, this approach consists of four
phases: modeling the system, gathering the information necessary for LAVA's
analysis, determining the subject organization's loss exposures from poten-
tially three separate analyses, and "solving" the problem of risk management
in terms of action.

A. The modeling phase

For a subject system, LAVA evaluates system vu'nerabilities, analyzes the
consequences of vulnerability exploitation, and calculates the set cof l.ss
exposures of the subject organization resulting from the consequence set.
There are well-defined steps that we must take when modeling an application
for LAVA. First we identify the subject system, delineate the characteristics
of that system, and specify the scope of the analysis. Next we define the
system assets, the set of undesirable outcomes, and the threats to the assets.
Then we consider all the ways that the threats can interact with the assets ;o
we can understand which of the outcomes might result from these interactlons
and what safeguards functions must be in place to protect the assets from the
threats. We then determine what factors might affect the outcome's severity
and what subfunctions will determine the performance level of the safeguards
functions. We then design lnteractive questionnaires to model the specifics
of the subject system.

Assets are items of value to the organization that must be safequarded
against harm or compromise. Assets include (but are not limited to) real
property, equipment of all kinds, dccuments, personnel, information, reputa-
tion, the ability to do business, and anything else of value, including the
orqanization itself. Assats possess properties affecting their value, such as
sensitivity, criticality, compromisability, theftworthiness, timeliness, and
so forth. In modeling assets for a LAVA application, we create asset cate-
gories-~categories that treat similar assets as one, such as human-readable
information (information in the form of reports, letters, computer-cerminal
displays, plots, or other human-readable form) or machine-readable information



(information stored in coded form in a computer or word processor or on storage
media for such machines, requiring a machine to translate the coded information
into a form that can be understood by a human).

Threats are active forces posing some danger or menace to the assets.
Threats can be people (insiders or outsiders), forces of nature, things, or
ideas that can cause the assets harm. Again, in modeling a LAVA application's
threat, we use broad threat categories, such as natural hazards, on-site
humans, and off-site humans. Threats can be treated as always lurking in the
background and not changing very much (the static or background threat) or, in
the case of very sensitive applications in which the subject organization has
access to certain intelligence information, threats can be treated as havin
two parts--a static component and a dynamic component changing with time.(1d
We will discuss the concept of dynamic threat further in the analysis section.

Wwe define an asset space, A, and a threat space, T, to describe the organ-
ization's assets and the threats to them, having in mind as we do this a spe-
cific set of undesirable outcomes. The asset and threat spaces comprise the
specific categories modeling a specific application system:

[

= {ay, 35, .... aj)

-3

= {tl' tye v tj]
We consider the threats and assets in [threat, assc¢t] pairs,
TXA = {tlal, tlaz, e v tlai. t2a1. cese tjdi} '

so that we can break down in a systematic way the kinds of threat-asset inter-
actions that are possible for the application system. The kinds of pcssible
interactions when coupled with the set of undesirable outcomes, represented as

Q: {Ql, 02, o s ap Oq] '

determine what the safequards function set should be.

The relationshlp of threats, assets, and safeguards functions is 1illus-
trated in the hierarchical multilevel dlsaggregation structures[12] (Tfigs. 1
and 2) ta%en from LAVA's application to computer security. 1In all LAVA models,
there i3 a separate hierarchy for each threat; the top level 1s the threat,
the second level contains the assets, and the bottom level lists tie safeguards
functions for each threat-asset pailr. In the computer-security application,
there are three threat categories: natural or random hazards, on-site humans,
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Fig. 1

Risk asgsessment structure for natural hazards threat.
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and off-site humans. There are fcur asset categories: the facility or physi-
cal plant, computer-related hardware, machine-readable information, and human-
readable information. In this example application, there are six outcomes
making up the set of undesirable outcomes that the total set of safequards
functions are designed to prevent: unauthorized access or use, modification
or tampering, damage or destruction, disclosure, theft, and denial of use.
Figure 1 is the hierarchy for the natural hazard threat; the assets are taken
as a single target because the natural hazards cannot differentiate among the
assets in terms of attractiveness. Fiqure 2 is the hierarchy for the on-site
human threat; here the threat agent is able to differentiate among the assets
and, hence, 1s able to mount a selective attack.

A safequards system comprises a set of mechanisms protecting the assets
from the threats. Such a system includes physical measures such as guards,
fences, and dogs; mechanical things such as locks and security cradles; pro-
cedural controls such as rules, gquidelines, and standard operating procedures
(Sops); electronic devices such as monitors, sensors, alarms, and closed-
circuit television (CCTV); and technical measures such as passwords, intelli-
gent cards, shielding, and so forth. Safegquards can be thought of as specific
controls and countermeasures relative to each ({threat, asset, safeguards
function, outcome] quadruple.

safeguards functions perform the objective of protecting the assets from
the threats. Wwe define the safegquards function space relative to the [threat,
asset, outcome] triples whereln each [threat, asset] pair has a set of safe-
guards functions whose purpose is to thwart the threat-ascet interactions and
prevent the undesirable outcomes from occurring. This relationship can be
represented as

F(TxA) = [Fijl' FijZ' oot Fijk} '

where each of the k safequards functions for the ith asset and jth threat is
performed by a set of safequards subfunctions that can be represented as

Fijk <=> U‘m (Eijkm) v

in which che symbol <=> means "ls defined to be" and the symbol U, is the
union cover m,

Each safequards subfunction 1s made up of elements that determine per-
formance adequacy and can be represented as

Fiykm = In (eijkmn) '



and each element 1is furtner composed of attributes, ajjkmnp. determining
element completeness and additional information, {j4kmnp. about the elements
and the attributes, represented as

etjkmn = Zp (%i{jkmnp’ <1jkmnp)

The elements and attributes are, in fac., specific safegquards or counter-
measures.

An outcome possibility matrix[13] relates the [threat, asset] pailrs and
the cutcome set. One can think of the outcome possibility matrix as a fuzzy
matrix. The values in the matrix represent the degree of possibility that the
outcome in question could occur as a result of an interaction of the specific
{threat, asset] pair. oOne can obtain the values from a fairly complex ana-
lysis, or one can simply assume that the outcomes are all elither possible (a
possibility degree of unity) or not possible for the potential threat-asset
interactions (a possibility degree of zero). For most applications, the
simpler case is more than adequate. Figure 3 shows the outcome possibility
matrix for the computer—-security application example we have been using
throughout this paper.

Unauthorized  Modification Damage or  Disclosure  Theft Denial
Acrass or Use or Tampering Destruction of Use

Natural Hazards
- Facility

N itural Hazards
— Hardware

Natural Hozards
- Software

Natural Hazards
- Docurmen
Dispiays o 1 1 0 0 1

On—site Hurman
~ Facility 1 1 1 1 1 1

On-sile Hurmaon
- Hardware 1 1 1 1 t 1

On-site Human
- Software 1 1 1 i 1 1

On—site Human
- Docurments/ 1 ! 1 1 1 1
Displays

Flg. 3
Outcome possibility matrix.



Each outcome for each {threat, asset, safequards function] triple can
occur in varying degrees of severity. Outcome severity is a function of the
relative weakness of the safegquards function (a performance measure of the
safeguards function) and the relative strength of the threat. 1In the case
where the dynamic threat is not analyzed separately, the threat strengths are
assumed to be equal and unity. Outcome severity is expressed as a degree of
membership in the fuzzy set of outcome severity, but it can also be translated
into a lingquistic descriptor to be used with the non-monetary measures for
impact and loss exposure.

We also define a set of impacts to measure the effect that an outcome of
some specific degqree of severity would have upon the subject organization.
where the outcome resulted from some threat-asset-vulnerability interaction.
Impacts are given as pairs of values, one expressed in monetary terms for
those components of impact that can be measured in financial terms, and one
expressed in non-monetary or linquistic terms for those components of impact
that are better measured another way. The impact set is represented as

which defines the consequences for the [threat, asset, safeguards function,
outcome] quadruples.

Risk, or potential loss exposure, results from the interaction of three
components: the threat component, measuring the relative potential strength
of threat agents in producing a specific outcome by exploiting a safeguards
function wvulnerability; th= wvulnerability component, measuring the relative
potential weaknesses 1in che safequards functions; and the consequence com-
ponent, measuring the relative potential costs of specific outcomes. A pair
of loss exposures 1s given for each [threat, asset, safequards function,
outcome] quadruple, and is expressed

Rijkq = [R(H)ijkq. R(L)ijkq] '

where

R(M)yykq = £ (Vijkr S1ykr Oijkq: I(M)ijkq)

in which Vyjx 1s a measure of the relative weakness of the kth safeguards
function for the interaction of the ith asset and the jth threat; Sj4 is a
measure »f the relative strength of the jth threat against the kth sanguards
function for the ith asset; °1£k is (usually) 1 or 0, 1indicating that the
qth outcome can occur for the interaction of the ith asset, jth threat, and



kth safequards function; and I(M)igkq and 1(L)jjkq are the monetary and
non-monetary impact measures for the [threat, asset, safequards function,
outcome] quadruple.

The risk pairs can be aggregated to whatever level 1is desired. More
agqgregation provides a "bottom line" for upper management, along with a coarse
indication of where the bottom line came from. However, less aggregation pro-
vides more detailed and specific informatlion to those whose jab it 1is to
improve security and the overall risk posture. 1In general, we think that more
aggregation has a tendency to lose information and to smear out important
results; hence, we think that less aggregation 1s better for most purposes.

B. The information-gathering phase

The information-gathering phace acquires the data for LAVA to operate
upon by means of automated, interactive questionnaires. Information is col-
lect 2d about the organization's mission, its assets and the potential threats
to its assets, 1ts environment, the safequards (or control) system it uses to
protect its assets from the threats, and its value and preference structures.
Interaction with the questionnaires is accomplished in a team environment: the
safeguards vulnerabillity questionnaire is executed by management, operations,
and security personnel; the dynamic threat questionnaire is executed by a group
of people having access to the appropriate information; and the impact ques-
tionnaire is executed by a team made up of high-level management and operations
personnel,

The subject organization's mission determines the necessary security level
the safequards system must achieve for adequate protection of the assets.
This is essentlially en assessment of the mission's sensitivity, its critical-
ity, and 1its integrity requirements.

Many factors contribute tc the organization's environment. Those having
the most effect upon the analysis are geographical location, community environ-
ment, physical environment, and procedural environment. Geographical location
determines, to a large extent, the potential for catastrophic natural events
such as earthquakes, volcanic eruptions, hurricanes, tornadoes, floods from
swollen rivers or burst dams, and so forth; it also indicates nearness to
population centers, major transportation hubs, a ready source of spare parts,
and so forth. Community environment describes the social, political, and
intellectual climate in which the organization finds itself, including such
factors as the presence of organized crime, political dissent, universities,
and soclal and moral arbitrators. Physical environment describes the campus
of the organization---the land, fences, buildings, and so forth. Procedural
environment details the philosophy, policy, and procedures set forth by the
organization's management.

The organization's value structure determines what the effect a success-
ful attack might have upon the organization. Consider, for example, a wldely
used computer, Brand X, whose cost is roughly half a million dollars. 1If the
organization's sole computing power is this single computer, and if the organi-
zation depends heavily upon the computer for carrying out its dally business,
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the destruction of the machine would have a catastrophic effect upon the organ-
ization. If, on the other hand, the organization has a great many of these
computers as well as several more powerful supercomputers and depends only
marginally upon any one of the Brand X computers, the destruction of one of
them, while unpleasant, would be far from catastrcphic and indeed may be only
inconsequential or a nuisance.

C. The analysis phase

The analysis phase consists of potentially three separate analyses—-two
required analyses and an optional analysis. The first analysis uses informa-
tion gathered about the subject organization's safeguards system to assess
system vulnerabilities. The optional second analysls, 1f it is needed, us=ss
information gathered about the dynamic component of the threat to assestc cur-
rent threat strength. The third analysis uses information gathered abou: the
subject organization's values, preferences, and philosophles to evaluate the
potential consequences of successful attacks. From these analyscs come a pair
(monetary and non-monetary) of loss exposures for each {threat, asset, safe-
quards function, outcome] quadruple.

1. From the vulnerabllity analysis, a value is calculated for each safe-
guards subfunction that represents the subfunction's degree of membershlp in
the fuzzy set of safequards-function effectiveness; its fuzzy complement(14]
represents the vulnerability (or relative weakness) of the subfunction. (Re-
call that the degree of membership in a fuzzy set lies in the interval [0,1],
where a zero degree of membership implies no membership and a value of unity
for degree of membership implies full or complete membership; a set consisting
only of these extremes represents a speclal case of fuzzy set, which is an
ordinary set.)

Each safegquards function is represented as a fuzzy tree, whose branches
represent the subfunctions for this particular function. For example, if the
safeguards function is "Fire Damage Control," then it follows that appropriate
subfunctions would be "Fire Prevention cControls," "Fire Detection Controls,"
"Fire Emergency Administration Measures," and “Fire Damage Mitigation
Ccontrols." This example is depict 31 in Figure 4. Note that these trees are
not probabilistic trees; the values that eventually appear on the branches are
not probabilities but instead are degrees of membership in the fuzzy set of
subfunction control performance. The subfunction values can be combined to
produce a value for the safeguards function by taking their fuzzy union 14},
essentlially equivalent to the maximum of the subtunction values,.

A desirable set of safeguards that will accomplish the safeguards func-
tions' objectives is modeled as an automated interactive questionnaire that
elicits specific information about the presence and quality of the safequards
existing at the subject site. Each element €4 ykmn * attribute oy Jkmnp* ©F added
information contribution is represented as a separate question. ust as the
subfunctions are more or less equal within a specific safeguards function, each
element question within a specific subfunction 1is more or less equal Further,
each of the attributes within the element they modify is more or less equal.
Any element safequard can help to accomplish the objectives of more than one
safequards subfunction (a complex relational database keeps track of the num-
erous intercelationships), but each attribute is linked to a specific elemcnt.
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& ALARM TRATION MITIGATION

MEASURES MEASURES MEASURES MEASURES
” NO MITIGATION
ADMINISTRATION
NO MITIGATION
NO
B AR o NG MITIGATION
ADMINISTRATION _j-——————— —
Yes t NO MITIGATION / ~
= ] FIRE
o DAMAGE
o s NO MITIGATION _ \VULNERABILITY
PREVENTION ADMINISTRATION ~—
MEASURES NO MIMIGATION
NO
PP s NO MITIGATION
ADMINISTRATION
——————"—{NO MTIGATION __
Fig. 4.

Fuzzy tree for Fire Damage Control Safequards Function.

In scoring the safequards system questionnaire, each safeguards element
has a maximum potential degree cf vulnerability equal to 1. If the elerent is
one whuse mere p.esence implies adequate performance, the vulnerability degree
is 0 if the element is present and 1 if it is not; such an element does not
have attributes. If the element has attributes, this means that not only
should the safeguard implied by the element question be present hut also the
safequard has associated criteria to determine element quality and performance
adequacy (and hence degree of vulnerability). Bach of the performanrce criteria
(attributes) are of about equal importance and have a maximum vulnerability
value of 1/p, where p is the number of attributes for the particular element
under consideration. In this case, the element vulnerability value is glven as

v(eyykmn) = Xp v(ay ykmnp’

where the v(ajipnnp) 18 elther zero If the criterinn expressed in the
question is satisfied or 1/p if it i3 not.

Bach safeguards element (and hence its assoclated attributes) can ron-
tiibute to more than one safeguards subfunction. We use a relational database
to keep track of which subfunctions are affected by each element, and after the
safequards questionnaire has been answered completely, the database is used to
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assist in the subfunction tabulations. The degree of vulnerability for each
subfunction is the sum of the vulnerability values for all the elements that
contribute to the subfunction, normalized to unity, or

Vijkm = 1/n [In v(eijymn)]

where n is the number of safequards elements contributing to the mth sub-
function.

The vulnerability values for each of the subfunctions are interesting in
themselves, but they also can be aggregated into vulnerability measures for the
safeguards functions by taking their Ffuzzy union, obtained as the maximum of
the values for the subfunctions that make up a safequards function. This is
the measure carried through into the loss exposure calculations.

The vulnerability component measures the relative weaknesses in the safe-
guards functions with respect to the spectrum of threat-asset pairs. In the
vulnerabllity analysis, we assume that the threat is static (the dynamic com-
ponent is zerc), that all attacks are equally likely to occur, and that the
consequences are extreme. The resulting vulnerablility measure can later be
made more realistic--it can be reduced or increased by including the dynamic
threat and the "real" consequence measures when the risk measures are calcu-
lated. LAVA defines the vulnerabllity measure, V;, as the complement of the
membership function in the fuzzy set of "complete safeguards-function effec-
tiveness," Sy (or Vy = 1 - 5S4, where both Vv; and S; 1lie between zero
and unity).

The LAVA software system includes an automated report generator that pro-
duces a report of the vulnerability analysis. The report includes rankings of
the vulnerabilitles by safeguards function and subfunction, a breakdown of
vulnerabilities by threat category, and bar charts and scatter diagrams il)us-
trating these. It includes a detalled report listing the missing or inadequate
safequards for each of the safequards subfunctions, providing information to
those whose mission is to reduce vulnerabilities.

2. A dynamic threaclil] analysis can be performed if the subject
system is extremely sensitive to a changing threat and {f the subject
organization has access to the kinds of information the analysis requires.

The dynamic threat takes Into account possible threat agents and their
potential attack goals. The magnitude of the threat is determined from the
motivation, capablilities, and opportunities of the various threat agents with
respect to the tarcet(s) of the attack.

There are several broad categories of threat agents having a varliety of
goals, Possible categories of threat agents might be, for example:
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a) 1information gatherers (e.g., spies or hostile intelligence
services),

b) terrorists,

c) anti-"X" radicals or extremists (where "X" could be almost
anything!),

d) representatives of organized crime,

e) other criminals (non-malicious criminals and pranksters),

£} insiders (employees, contractors, etc.),

g) outsiders with access, and

h) Mother Nature.

The threat agents in each of these categories all act for different reasons,
and so they may differ widely in motivation, capability, and opportunity.
Similarly, the goals of the attacks may vary, but all categories of goals may
be used by all categories of threat agents. Some possible goal categories are

1) 1information and/or material collection (e.g., espionage),
2) sabotage,

3) theft, embezzlement, fraud,

4) damage or destruction,

5) extortion,

6) isrupting business or mission,

7) surmounting an intellectual challenge.

Clearly, more than one of the categories may be the goal of a single attack,
and a single attack mwy be perpetrated by more than one category of threat
agent.

The threat component measures the relative strength of identifiable threat
agents in terms of motivation, opportunity, and capability with respect to the
spectrum of assets, the corresponding safeguards functions, and the set of
possible outcomes. Motivation is a measure of how much effort or what part of
his resources a threat agent is willing to expend on an attack and how dedi-
cated he is to carrying out the attack. Capability is a measure of the re-
sources--knowledge (training), information (intelligence), funds, skills,
equipment, armament, personnei--the threat adent has at his disposal. Oppor-
tunjity 1is a measure of how easy it is for the threat agent to achleve an
enabling proximity for an attack: how easy it is for him physically to reach
the object of attack, how eusy it 1s for him to attack or to access the object,
how easy it is for him to travel undetected (both in the nelghborhood of the
object of attack and from afar to get near the object), and so forth. Oppor-

tunjty is separate and differe: - from potential site vulnerablilitles. Figure 5

illustrates the tree structure for the dynamic threat analysis.

The approach to assessing the dynamic part of the threat component by
considering categories of threat agents and possible categories of attack
goals is parallel to the approaches used for both the vulnerability analysis
and the consequence analysis., Potential scenarios are modeled implicitly as
the relationship between the threat-asset pairs and the safequards functions
in the vulnerability analysis, and as the reiationship between the assets and
the threat elements (motivation, capability, and opportunity) in the threat
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Fig. 5.
Assessment structure for .dyn:aic threat.

asmessment. Similarly, the attack ygoals are modeled Implicitly in the capa-
bility component of the dynamic threat measure and are approximately equiva-
lent to the outcomes used in the consequence analysis.

An interactive questionnaire models the contributors to the dynamic thruat
in terms of specific threat groups. A degree of sirength is calculated for
each group based on motivation, capability, end opportunity relative to a
specific [threat. asset, safeguards function, outcome] quadruple. A rela-
tional database keeps track of which threat groups can affect each quadruple
80 that an ovarall or total value for the dynamic threat strength can be cal-
culated for each quadruple, to be used in the luss exposure calculations.

3. Bvaluating the consequences, or Impacts, 1is the third analysis in
LAVA. The object of this analysis is to determine the effect that an outcome
of a successful attack would have upon the subject organlzatlon.

The consequence (or impact) component measures the potentlal costs (both
monetary and non-monetary) of a thrcat successfully exploiting a safequards
function's vulnerability with respect to the severity of the exploitation's
cutcome. The outcome severity metric results from combining the results of
the previous two analyses, the rolative weakness of the safequards function
and the relative strength of the dynamlic threat.
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I.LAVA's consequence measures are given as pairs of monetary and nonmonetary
descriptors: the monetary descriptor I(M)ijk is used when the consequences
can be given in terms of monetary cost (dollars, pesos, francs, pounds, kroner,
etc.), and the non-monetary descriptor TI(L)jqj is used when the conse-
quences can be given only in terms of intangible cost (such as "catastrophic"
as a linguistic or non-monetary measure of irreparable reputation loss). The
consequence values are obtained from another interactive questionnaire. Fig-
ures 6 and 7 illustrate the monetary and non-monetary consequence tree struc-
ture.

Inves Business Loss of Future Fraud or Business
or Followup Interruption Business Embezzlement ] Termination
X
X4 { -
Xs
E """"""""""" J Xs
; |
X; : '
j X
i A
! L
""""""""""" s
l_ [T
) F—
' X
X, !.____.._.L____.
x L
prrmEEeneT Lo X [
: L. [
| = ‘
YES ! Xy
? ‘ X4 |
! |
- L 4 x‘
* |
1
NO
Sirdar to top

Let Iy reprasent the Monetary Impaes Factor,
Then Iy is quantitied by

la @ X) ¢ Xy Xg ¢ X4+ Xy

Fig. 6.
Monetary consequence tree.
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Fig. 7.
Non-monetary consequ:ance tree,

The monetary consequsnce values come about as the sum of the costs of
investigation and followup, business interruption, future business loss, fraud
or embezzlement, and business termination. Each of these contributors is cal-
culated from questions about specific costs, such as costs for reprimand or
legal action; costs associated vith lost time, interim operation, and full
replacement, repair, and recovery; costs for employee replacement and training;
direct losses from damage and destruction, waste, fraud, or embezzlemant; and
go forth.

The non-monetary (linguistic) consequence values are expressed as the
maximum of the set of values derived for the cost of adverse public reaction,
the cost of organizational disruption and/or loss of morale, the cost of
embarrassment and/or potential reputation losr, and the intangible cost
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associated with unsafe or restrictive working conditions. The lingquistic
values may include, for example, such measures as “catastrophic," "“nuisance,"
and so forth.

D. Solving the risk management problem

The best analysis does no gcod if appropriate action is not taken to
improve the organization's risk posture. A thorough cost/benefit analysis
provides a basis [5r optimally selecting a safequards set to be improved or
added to the existing safequards system. The analysis not only should include
how mu:ch the proposed action path will cost and how much it will reduce loss
exposure, but also should include well-thought-out implementation plans and
the effect that the implementation will have on the organization in terms of
morale, training (or re-training), throughput reduction, and sc forth.

our plans for LAVA's future include automating the cost/benefit analyslis
and the optimal safegquards selection process. However, at this time, these
features are left to the subject organization's analysts and management.

IV. CONCLUSIONS

We have discussed LAVA, a methodclogy for w«valuating vulnerabilitie:,
threats, and risks in large, complex systems that often are too intractable to
be handled adequately and reasonably by other methods. LAVA's measures for
loss exposure (risk) for each [threat, asset, safeguards function, outcome]
quadruple are functions of the relative weaknesses of the safequards function
(vulnerability), the relative strength of the thr=:at, and the consequences of
the outcome of a successful attack.

The baseline vulnerabllity measures are derived with the assumption that
the background (static) threats are the only operable threats (that is, their
relative strength is 1). 1In evaluating the severity of the outcome of a suc-
cessful attack when a vulnerabllity exists in a safequards function, the effect
of the vulnerablility can be increased by the "real" threat measure if the
information necessary to the threat analysis is accessible and available.

Our automated procedure can be used to elicit and analyze information to
determine vulnerabilities and risks inherent in many application systems, such
as computer systems, material control and accounting systems, physical protec-
tlon systems, security systems, plant process-control systems, and a host of
others., The subject system is modeled as interactive questionnaires that
include inherent a prioril decisions about the desirabllity of or aversion to
applications-specific features of the system, about the subject system's threat
environment, and about the value structure of the subject organization. Bvent-
tree-like structures are used for organizing the analyses. Performance mea-
sures and assocliated decisions are evaluated in both qualltative and quanti-
tative terms, giving greater insights into system performance than a strictly
quantitative analysis can.
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LAVA's approach is technically sound, accurate, interactive, secure, and
portable. The accuracy is derived from exhaustive and comprehensive questions
provided by the developer of a specific application. The interactive conver-
sational questionnaire in natural language is straightforward and easy to use.
The expertise and rigor built into the model, as well as the model's logical
structure, makes decision-making simple. The functional structure of the
model clearly indicates what safeguards are missing and provides a rational
for selecting the safeguards to add. The LAVA software system is compatible
with standard IBM-PC software, making the system portable. Because it 1is
interactive and self-contained, the organization using this methodology and
the associated software does not require the services of outside consultants,
hence adding another layer of security to the entire safequards system.
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